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PROBLEM STATEMENT

Generally, Handwritten character recognition
can be performed either online or offline.

Based on prior arts survey, a Hidden Markov
Model based system is used for online
character recognition in Telugu & report a top-l
accuracy of 91.6%, but said system operates
at symbol level, not at character level.
Further there are other issues including
accuracy to identify characters both in online
and offline mode.

Hence, there is a need to mitigate above
challenges, and present invention provides the
solution in efficient manner.

INTELLECTUAL PROPERTY
IITM IDF Ref. 1023; IN Patent No: 387357

TECHNOLOGY CATEGORY/ MARKET

Technology: Method for
handwritten Telegu Character;
Industry: Banking Sector, Security;
Applications: Banking Sector & others;
Market: The global optical character
recognition market is projected to grow at a
CAGR of 14.8% during 2023-2027.

TRL (TECHNOLOGY READINESS LEVEL,
TRL-3/4, Proof of Concept ready, tested in lab

TECHNOLOGY

The present invention describes a method &
system for recognition of handwritten
characters based on Convolutional Neural
Networks (CNN).

Each network comprises a first, second,
third, & a fourth hidden layers of neurons
connected to each other.

The method of recognizing handwritten
characters is depicted in the smart chart and
figures.

recognition of

The handwritten characters are scanned
into an input image & processed by
Convolutional neural networks.

Principal component analysis (PCA)
system is to identify the output class to
which the characters belong.

The support vector mechanism (SVM)
is configured to determine support vectors
& identify the output class based on the
determined support vectors, & also to
train weight stage from the last hidden
layer of the CNN to the output layer.

The entire hierarchy of CNN layers from
the input to the last hidden layer may
then be considered as a kernel layer of
the SVM.

RECEIVE [NFUT IMAGE FOR PROCESSTNG BY A NEURAL NETWORK HAVING
FOLR HIDDEN LAYERS 702
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SAMPLING ON THE TRAINED FIRST AND THIRD HIDDEM LAYERS TO GENERATE

DETERMINE WEIGHT YECTOR OF FIRST AND THIRD HIDDEM LAYFRS BY
LISTHG PRIMCIPAL COMPONENT ANALYSIS TRCHNIQUE & PERFORM SUB-

SECOMD AND FOURTH HIDDEN LAYERS RESPECTIVELY 704

T
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DETERMINE SUPFORT VECTORS OF THE FOURTH HIDDER LAYER USING
SUFPORT YECTOR MACHMME (3VM) TECNIGUE 706

:

IDENTIFY OUTFUT CLASS OF THE INPUT IMAGE DASED ON THE DETERMINED
SUFPGRT VECTORS 708

Fig.1: Illustrates the claimed method for
recognition of handwritten characters
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KEY FEATURES / VALUE PROPOSITION

«» Technical Perspective:

Data collected splits into training & testing data
wherein 90% data used for training &
remaining for testing.

Training data divides into two sets & used to
train nine different networks.

A classifier is created by combining the
networks with least correlation
performance on the test dataset. Further, a
new classifier pair yielded higher accuracy
than individual classifiers.

Facilitates the feature of supporting the
recognition of handwritten not only Telegu
character but also support other Indian
regional language like Tamil, Kannada &
Malayalam.

+ Industrial Perspective:
User friendly with high accuracy & cost-
effective system & method.
Very fast process & consumes less time
for recognition of Indian Language character
(Telegu).

SELECT A STACK OF INPUT IMAGES AS TRAINING IMAGES 802
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DETERMINE PRINCIPAL COMPONENTS OVER THE STACK OF SUB-IMAGES [N
THE INPUT IMAGE CONNECTED TO NEURON AT LOCATION (1, J) IN ANY SUB-
LAYER OF THE FIRST HIDDEN LAYER 804

)

FOR EACH NEURON AT LOCATION (1,J) IN EACH SUD-LAYER, ASSIGN THEX™
PRINCIPAL COMPONENT TO THE WEIGHT OF THE NEURON AT (1,J) IN K™ SUB-

LAYER 806

l

GENERATE SECOND HIDDEN LAYER BY SUB-SAMPLING THE SUB-LAYERS OF
THE FIRST HIDDEN LAYER AND COMPUTE THE RESPONSES OF THE SECOND
HIDDEN LAYER TO ALL INPUT IMAGES IN THE TRAINING SET 808

l

DETERMINE PRINCIPAL COMPONENTS (125 DIMENSION VECTOR) OVER THE
STACK OF SUB-DMAGES OF EACH OF THE SUB-LAYER BASED ON THE
COMPUTED RESPONSES OF THE SECOND HIDDEN LAYER §10

!

FOR EACH NEURON AT LOCATION (1,J) IN EACH SUB-LAYER, ASSIGN THEK™"
PRINCIPAL COMPONENT TO THE WEIGHT OF THE NEURON AT (1,J) IN K™ suB-
LAYER 812

Fig. 2: Illustrates a flowchart of a method
of obtaining weights for neurons at the fIrst
and third hidden layers using Principal
Component Analysis technique
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